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Model Answers to Problem Set 2
Reading: Dowty, Wall and Peters (1981), pp. 14-35, 44-47

Question 1. Verify that[K (d, j) A M (d)] is a well-formed sentence df; given the
formation rules in (2-1) and (2-2).

(2-1) Category Basic expressions
Names d,n,j,m
One-place predicates M, B
Two-place predicates K, L

(2-2) 1. |Ifdisaone place predicate ands a name, theh(«) is a sentence.

2. If vis atwo place predicate andandg are names, thef(«, ) is a sentence.

3. If ¢ is asentence, thenp is a sentence.

4. If ¢ andy are sentences, thén A ¢] is a sentence.

5. If ¢ andy are sentences, thép V 1] is a sentence.

6. If ¢ andy are sentences, thép — ] is a sentence.

7. If ¢ andy are sentences, thép < ¢] is a sentence.

Solution: Sinced andj are names anfl’ is a two-place predicate according to (2-1),
K(d, j) is a sentence according to (2-2)-2. And sidde a name and/ is a one place
predicate according to (2-1){ (d) is a sentence according to (2-2)-1. Two sentences
joined by A form a sentence according to rule (2-2)-4, so the entireesgion is a
sentence.

Question 2. What sorts of semantic values do one-place predicates hadyg?i
Answer: Sets of individuals.

Question 3. If M is a one-place predicate ardienotes an individual, then how do
we determine the truth value af (5) in Ly?

Answer: [M(j)] = 1iff [j] € [M], because\f is a one-place predicate, arids
a name. According to Rule (2-8)B1 (p. 21): ‘dfis a one-place predicate andis a
name, them(«) is true iff [a] € [d].”

Question 4. Give an example of a two-place relatidhsuch thata, c) € K.



Example answers:

e ¢ stands for “apples” and stands for “carrots” and( is the “is sweeter than”
relation. [DefiningK by description]

e K ={{a,a),{a,b),(a,c)} [Defining K by listing its members]
Question 5. Give interpretations like the ones in (2-7) for the predisdt” and M
and the constant$ and; that would make sentence 1 of example (2-4) true, keeping

the semantic rules in (2-8).

Sentence 1 of example (2-4), for referené&(d, j) A M (d)

Example solution:

[K] = the set of all pairs of people such that the first one killexisacond one
[M] =the set of all living people who are professional killers

[d] = Lee Harvey Oswald

[7] = John F. Kennedy

(thanks to Sebastian Klinge)

Question 6. Construct a phrase structure tree for one of the senten¢2slif).

Solution (based on the phrase-structure rules given in (2-9)):

S
/\
I

snores
Alternate notation for this tree:  [g [\ Sadie] [yp [y, snores]]]

Question 7. Let the set of individualsl be{a, b, ¢, d, e, f, g}. What is the character-
istic function of the sefa, b, c}?

Answer:

Lo a0 e
11144l



Alternate notation for the same answer: {(a, 1), (b, 1), (¢, 1), (d,0), (e, 0), (f,0)}

Alternate answer: The functionf, defined such thaf(z) = 1if = € {a,b,c} and 0
otherwise.

Question 8. (i) Are the semantic values of intransitive verbdigg sets of individu-
als or characteristic functions of sets of individuals’y \(ihat aboutZy? (iii) Is there
any reason to choose one over the other (p. 28)?

Answers:

(i) The semantic values of intransitive verbsligg are characteristic functions.

(i) In Ly they are sets (as stated in the answer to question #2).

(iii) There is nocrucial (i.e. empirical) reason, since “sets and characteristictions
are essentially two ways of looking at what amounts to theesédmimg.” However, “[i]t
may be more elegant to formalize semantic values as chasdictéunctions rather
than sets in that the semantic rules which produce a trutie\ad output are assimilated
to other rules which work by applying a function to an argufrien

Question 9. Do problem (2-6), p. 29.

PROBLEM (2-6). Determine by means of the semantic rules just givenstmantic
values of the phrase structure treesdahk sleeps andLizis-boring.

The semantic rules that had just been given:

(2-19) If a is [, B],* where~ is any lexical category and is any lexical item, and
~v — [ is a syntactic rule, thefu] = [5]

(2-20) Ifais [yyp B ] and B is V;, then[a] = [A].
(2-21) Ifaris N andg is VP, and ify is [g a 3], then[~] = [B]([«])

We will also need lexical entries faiz, Hank, sleeps, andis-boring:

Anwar Sadat —
Queen Elizabeth —
Henry Kissinger —
Anwar Sadat —
[isboring] = Queen Elizabeth —
Henry Kissinger —

Phrase structure trees:

[sleeps]

—_ == O O

1See question 6 regarding this way of notating trees.
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Computation of semantic value forHank sleeps.

[[s [N Hank] [yp [y, Seeps]]]]
% [vp v, sleeps] [ [( [ [N Hank]]) (2-21)

= [lv, sleeps] ([ [y Hank]]) (2-20)
= [dleeps|( [Hank] ) (2-19)
= [sleeps](Henry Kissingey (lex. entry forHank)
= 0 (lex. entry fordeeps)

The computation fotizis-boring is analogous, yielding a value of 1 in this case.

Question 10. What is the truth value dfienry Kissinger sleepsin Log? (p. 30)

Itis not a sentence dfp g, because it is not generated by the phrase structure roles, s
it has no truth value!

Question 11. How do Dowty, Wall and Peters reconcile the following twotfacl)
VPs have as their semantic values functions from indivisitmkruth values; 2) Tran-
sitive verbs seem to express binary relations betweenithdils? (pp. 30-31)

By taking advantage of the isomorphism between relatiomsfanctions that allows
the former to be rewritten as functions which yield otherdiimns as its outputs.

Question 12. Do problem (2-8).

PROBLEM (2-8). Determine the truth value assigned to each of thesghs&ructure
trees constructed in Problem (2-3), under the assumedwassigs of semantic values
to terminal symbols of.o 5.

PROBLEM (2-3). Construct all the phrase structure trees associgtbdhe sentences
in (2-10). The fourth sentence should have two trees. Satngsults aside for Prob-
lem (2-8).

(2-10) 1. Sadiesnores.

2. Lizdeeps.

3. It-is-not-the-case-that Hank snores.

4. Sadiedleepsor Lizis-boring and Hank snores.

5. It-is-not-the-case-that it-is-not-the-case-that Sadie sleeps.



Phrase structure trees:

1. [s[NSadie][yply, snores]]]
2. [sINLiZ[yplv,sieeps]]]

3. [glt-is-not-the-case-that[g[\ Hank][/p[y/, snores]]]]

/S'\
S Conj S
LN
Sadiedeeps or S Conj S
Lizisboring and Hanksnores
%S\
Conj S

S
4b. /’\ ‘

S Conj S and Hank snores

N

Sadiedeeps or  Lizisboring

5. [glt-is-not-the-case-that[git-is-not-the-case-that[g [ Sadi€] [y p [y, Sleeps]]]]

Semantic values for terminal symbols:

[Sadi€] = Anwar Sadat
[LiZ] = Queen Elizabeth Il
[Hank] = Henry Kissinger
[ Anwar Sadat  —
[snores] = Queen Elizabeth —
Henry Kissinger —
[ Anwar Sadat  —
[Sleeps] = Queen Elizabeth —
Henry Kissinger —
[ Anwar Sadat  —
[is-boring] = Queen Elizabeth —
Henry Kissinger —
1 = 0

[it-is-not-the-case-that] =

|0 — 1

(2-12)
(2-12)
(2-12)

(2-13)

(2-14)

(2-15)

(2-31)



[ (1,1) — 1

[and] = E(l)_?i - 8 (2-33)
0,0) = 0
[ (1,1) — 1

[or] - Eé?i oo (2-34)
L (0,0) = 0

The semantic composition rules that we need are, in additiq2-19), (2-20), and
(2-21), the following two:

(2-32) Ifaris Neg andp is S, and ify) is [g a ¢], then[y] = [a] ([])
(2-35) Ifais Conj,¢is S, and) is S, and itw is [g ¢ « Y], then[w] = [o] (([¢], [+]))
Solutions.

1. Sadie snores.

[[sInSadief[yply, snores]]]

= llvply,snores]]] ([ Sacie]) (2-21)
= [y, snores]] ([ Sadie]]) (2-20)
= [snores]([Sadi€]) (2-19)
= [snores](Anwar Sadat (lex. entry forSadie)
= 1 (lex. entry forsnores)
2. Lizdeeps.
[[sINLiZvply, seeps]]]
= llvply,seepslli([[nLizl]) (2-21)
= [l Seeps]([INLiz]]) (2-20)
= [deeps|([LiZ]) (2-19)
= [sleeps](Queen Elizabeth )i (lex. entry forLiz)
= 0 (lex. entry forsleeps)
3. It-is-not-the-case-that Hank snores.
[[[S[Negl t-is-not-the-case-that] [g[\ HanK] [y/p [y snores]]]]]
= [[[Neglt-is—not-the-case—that]]]([[[S[N Hank][\/p[y/, snores]]]]) (2-32)
= [[[Negl t-is-not-the-case-that]] (0) (analogous to #1 and #2)
= [lIt-is-not-the-case-that] (0) (2-19)
= 1 (lex. entry 2-31)

4a.[Sadie deeps| or [Lizis-boring and Hank snores)



First let us compute the semantic values for the sentencesud.use the name SS
for the phrase structure tree correspondin&ddie sleeps, LB for the tree forLizis-
boring, and HS for the tree farank snores.

[s§ = 1
LB] = 1
[HS] = o

So what we want to compute if]g SS[Conj or][gLB [Conj and | HS]]]].

]
[[sSSlconjor][sLB [conjand] HS]] 1]
= llconjor]1(([SS: [[sLB [conjand | HS ] ))  (2-35)
= [or](([S9, [[s LB [conjand] HSII)) (2-19)

[
= [or[(([SY, [and](( [LB] , [HS] ))) (2-19, 2-33)
= [or](([SY, 0)) (lex. entry forand)
= [or]((1,0)) (computed above)
= 1 (lex. entry foror)

4b.[Sadie deepsor Lizis-boring] and Hank snores
What we want to compute {s[g [SSS[Conj or| LB ][Conj and | HS] ].

This will end up as:

[and]([or](([SY], [LB])), [HS]))
= [and]({[or]({1,1)),0))
= E[)and]]((l,0>)

5. It-is-not-the-case-that it-is-not-the-case-that Sadie sleeps.

After two applications of the negation rule (2-32), we get:

[it-is-not-the-case-that] ([it-is-not-the-case-that] (S'S))
= [it-is-not-the-case-that] ([it-is-not-the-case-that] (1))
= [it-is-not-the-case-that](0)
= 1

The fourth sentence in (2-10) would have posed a problem if we had attempted to
assign semantic values to terminal strings rather than trees or labelled bracketings.
Why? Why could be assign semantic values directly to terminal strings if we were
dealing with a syntactically ambiguous language.

Answer: We want semantic values to be assigned fynation, and a function gives a
single output for every input.

Question 13. Itis important to recognize that a sentence can be true wihect to
one model but false with respect to another. Dowty, Wall aeteR illustrate this by
giving three models that yield different truth values foe #entencé/(d). Give an-
other sentence of L, such thaf¢]* = 1 and[¢]™2 = 0 (whereM; and M, are



defined as on pp. 46-7), and explain why.

The constants in the two models are interpreted as follows:

I3 Fy
M  {Maine, New Hampshire, Vermont, the set of all odd integers
Massachusetts, Connecticut, Rhode
Island}
states that have Pacific coasts perfect squares
states such that some part of the firgbairs of integers such that the first is
lies west of some part of the secondgreater than the second
L pairs of states such that the first igairs of integers such that the first is

= W

larger than the second the square of the second
m  Michigan 2
j California 0
d  Alaska 9
n  Rhode Island -1

One possible answer: L(j,n). California is bigger than Rhode Island, but 0 is not
the square of -1.
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